Motivating Example 3

Jan. 22, 2020

Example

Here’s a fake data set with two quantitative features (also known as explanatory variables, independent variables, or
inputs) and one categorical response (dependent variable, output):
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The example is adapted from one at http://cs231n.github.io/neural-networks-case-study/

(a) On the plot, draw your guess at a good decision boundary: you will predict that y = 0 (plotted in
blue) on one side of the decision boundary and y = 1 (plotted in orange) on the other side of the decision
boundary.

(b) What model would you use for these data?
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