Bias, Variance, and MSE of Maximum Likelihood and
Bayesian Estimators of the Mean of a Univariate

Normal Distribution

Case 1: Bayesian Estimator has larger bias away from the prior mean, lower

variance everywhere, lower MSE near the prior mean

With these settings, the MLE is X and the Bayesian estimator is %X’
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Case 2: Location where Bayesian Estimator has lower MSE depends on the prior
mean.
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With these settings, the MLE is X and the Bayesian estimator is %)_( + 1—112.5

Bias_squared

0.4+

0.2+

0.0+

Var

0.44 estimator

—— bayes

value

0.2+
— mle

0.0

MSE

0.4+

0.2+

0.0




Case 3: Range of values where Bayesian Estimator has lower MSE depends on
the relative sizes of { and &,

With these settings, the MLE is X and the Bayesian estimator is
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